


Volume: 8 Chapter Labs + One Final Lab (include 3 task Labs) 
 
Lab1: Enabling Kernel Modules and Modifying Parameters 
Lab2: Monitoring System Performance Using Multiple Tools 
Lab3: Testing an Application for Memory Leaks Using Valgrind 
Lab4: Using Performance Co-Pilot to Collect and View System Performance Data 
Lab5: Tuning a System with Tuned 
Lab6: Managing System Resources Using Control Groups 
Lab7: Tuning CPUs and Hugepages on a Linux System 
Lab8: Configuring a Disk Schedule Using Udev Rules 
Final Lab: 3 task labs 
 
 
Lab1: Enabling Kernel Modules and Modifying Parameters 
 
Introduction 
 
In this hands-on lab, you will view the current command-line kernel parameters using /proc/cmdline or 
dmesg. With the current configuration noted, next check for a couple of runtime kernel parameters using 
sysctl, followed by using lsmod to check the status of specific kernel modules. Based on the status of each, 
you will used modprobe to enable/disable kernel modules and make kernel parameter changes by using 
sysctl and creating configuration files in the appropriate directory locations. The final task will be to reboot 
the system and confirm the changes. 
 
Solution 
 
Log in to the lab server using the credentials provided: 
ssh cloud_user@<PUBLIC_IP_ADDRESS> 
 
Note: When copying and pasting code into Vim from the lab guide, first enter :set paste (and then i to enter 
insert mode) to avoid adding unnecessary spaces and hashes. To save and quit the file, press Escape followed 
by :wq. To exit the file without saving, press Escape followed by :q!. 
 
Review the Current Kernel Command Line Parameters 
 
Review current kernel command line parameters: 
cat /proc/cmdline 
 
Confirm the Status of Specific Kernel Runtime Parameters 
 
1. Confirm the status of net.ipv4.ip_forward: 
sysctl net.ipv4.ip_forward 
 
2. Confirm the status of net.ipv6.conf.default.forwarding: 



sysctl net.ipv6.conf.default.forwarding 
 
3. Enable the parameter for net.ipv6.conf.default.forwarding: 
sudo sysctl net.net.ipv6.conf.default.forwarding=1 
 
4. Create a configuration file called /etc/sysctl.d/10-network.conf: 
sudo vim /etc/sysctl.d/10-network.conf 
 
5. Add the following line to the file: 
net.ipv6.conf.default.forwarding=1 
 
6. Write and save the file: 
:wq 
 
Determine the Status of Specific Kernel Modules 
 
1. Check the status of the bluetooth module: 
lsmod | grep bluetooth 
 
2. Check the status of the bridge module: 
lsmod | grep bridge 
 
3. Check the status of the cdrom module: 
lsmod | grep cdrom 
 
4. Add the bluetooth module to the exclusion list: 
sudo vim /etc/modprobe.d/blacklist.conf 
 
5. Add the following lines to the file: 
# Blacklists bluetooth 
blacklist bluetooth 
install bluetooth /bin/false 
 
6. Write and save the file: 
:wq 
 
7. Create a backup copy of the current ram disk: 
sudo cp /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r).bak.$(date +%m-%d-%H%M%S).img 
 
8. Use dracut to generate a new ramdisk image: 
sudo dracut -f -v 
 
9. Enable the cdrom module: 
sudo modprobe cdrom 



 
10. Create the module inclusion file: (NOTE: You will first need to switch to the root user using sudo su -.) 
echo cdrom > /etc/modules-load.d/cdrom.conf 
 
Validate System Changes 
 
1. Reboot the server to validate changes have been applied: 
shutdown -r now 
 
2. With the system back online, check the kernel runtime parameter for IPv4: 
sysctl net.ipv4.ip_forward 
 
3. Check the kernel runtime parameter for IPv6: 
sysctl net.ipv6.conf.default.forwarding 
 
4. Check the bluetooth module: 
lsmod | grep bluetooth 
 
5. Check the exclusion list: 
modprobe --showconfig | grep blacklist 
 
6. Confirm if bluetooth module is able to be started manually: 
sudo modprobe bluetooth 
 
7. Check status of the bridge module: 
lsmod | grep bridge 
 
8. Check status of the cdrom module: 
lsmod | grep cdrom 
 
 
Lab2: Monitoring System Performance Using Multiple Tools 
 
Introduction 
 
In this hands-on lab, you will be using common commands like ps and top/htop along with other utilities like 
vmstat, mpstat, iostat, and pidstat to view system performance metrics. Additionally, you will launch a script 
on the system and then use these tools to locate any processes created by it and monitor system performance. 
For the final task, you will kill the script process, any child processes, and check system performance again. 
 
Solution 
 
Log in to the server using the credentials provided: 
ssh cloud_user@<PUBLIC_IP_ADDRESS> 



 
Confirm Select Utilities Are Available by Checking the Version for Each 
 
To begin, confirm the following tools are installed. Individually run each of the following commands to check 
each tool's version: 
ps -V 
top -hv 
vmstat -V 
mpstat -V 
iostat -V 
pidstat -V 
 
From the output, you should see that all of these tools are installed. 
 
Test the Functionality of Each Utility by Completing Specific Tasks 
 
1. Confirm that each of the tools is working starting with ps: 
ps -eo user,pid,ppid,%cpu,%mem,cmd 
 
This command displays the columns indicated above in the command for all of the processes on the system. 
 
2. Trim the list to search for the chrony, sshd, and bash processes: 
ps -eo user,pid,ppid,%cpu,%mem,cmd | grep -v grep | grep -e %CPU -e chrony -e sshd -e bash 
 
From the output, you can see the same data that was previously displayed, but it contains the data and 
processes that you want to see. 
 
3. Run top to display the current processes on the machine: 
top 
 
4. Next, add the PPID column, and sort by it. 
 
 Press Shift+F to open the Fields Management view. 
 Use the down arrow to move down to the PPID. 
 Press the spacebar to enable the column, and press the right arrow to select the entry. 
 Use the up arrow to move the value so it appears after the PID column. 
 Press the left arrow to deselect the value. 
 If you want to sort by this column, type a lowercase s. Note the sort field changes at the top of the screen. 
 Press q to return to top. You should see the new column in the display. Note that it is now the sort source. 
 
5. You can complete the following functions in this here: 
 Type an uppercase R to reverse the order. 
 Type an uppercase P to sort by CPU. 
 Type an uppercase M to sort by memory. 




